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a b s t r a c t

This paper presents a detailed flexible mathematical model for planar solid oxide fuel cells (SOFCs),
which allows the simulation of steady-state performance characteristics, i.e. voltage–current density
(V–j) curves, and dynamic operation behavior, with a special capability of simulating electrochemical
impedance spectroscopy (EIS). The model is based on physico-chemical governing equations coupled with
a detailed multi-component gas diffusion mechanism (Dusty-Gas Model (DGM)) and a multi-step hetero-
geneous reaction mechanism implicitly accounting for the water-gas-shift (WGS), methane reforming
and Boudouard reactions. Spatial discretization can be applied for 1D (button-cell approximation) up
to quasi-3D (full size anode supported cell in cross-flow configuration) geometries and is resolved with
the finite difference method (FDM). The model is built and implemented on the commercially available
modeling and simulations platform gPROMSTM. Different fuels based on hydrogen, methane and syngas
imulation with inert diluents are run. The model is applied to demonstrate a detailed analysis of the SOFC inherent
losses and their attribution to the EIS. This is achieved by means of a step-by-step analysis of the involved
transient processes such as gas conversion in the main gas chambers/channels, gas diffusion through the
porous electrodes together with the heterogeneous reactions on the nickel catalyst, and the double-layer
current within the electrochemical reaction zone. The model is an important tool for analyzing SOFC per-
formance fundamentals as well as for design and optimization of materials’ and operational parameters.
. Introduction

.1. The solid oxide fuel cell

An operating solid oxide fuel cell (Fig. 1) produces electrical
ower by converting part of the chemical energy of a fuel while

he rest is rejected as heat due to the oxidation reactions. The
lobal hydrogen oxidation reaction, which is assumedly the fastest

Abbreviations: AC, alternating current; ASC, anode supported cell; B.C., bound-
ry conditions; BC, base case; BFDM, backward finite difference method; CFDM,
entered finite difference method; DC, direct current; DGM, Dusty-Gas Model;
DM, finite difference method; FFDM, forward finite difference method; FVM, Finite
olume Method; EIS, electrochemical impedance spectrum; HCR, heterogeneous
atalytic reaction; I.C., initial conditions; OCV, open circuit voltage; PSTR, perfectly
tirred reactor; SOFC, solid oxide fuel cell; TPB, triple phase boundary.
∗ Corresponding author. Tel.: +30 210 6501771; fax: +30 210 6501598.

E-mail address: panopoulos@certh.gr (K.D. Panopoulos).
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electrochemical reaction within an SOFC is:

H2 + 1
2

O2 ⇔ H2O (1)

The electrical potential reaches its theoretical maximum Erev

(=reversible potential) at electrochemical equilibrium, i.e. zero cur-
rent operation (unpolarized cell or open circuit voltage – OCV) and
chemical equilibrium of reactants and products. This is related to
the Gibbs free energy of the electrochemical reaction through the
following equation:

Erev = −�G

nF
= −�G◦

nF
− RT

nF
ln Q (2)

The first part of the right hand side equation is the temperature-
dependent standard potential E◦ and the second part describes the

influence of reactants’ activities (here partial pressures) expressed
through the reaction quotient Q of the electrochemical reaction.
Substituting the reaction quotient Q with partial pressure terms and
the first part of the right hand side equation with the temperature-
dependent standard potential E◦, Eq. (2) results in the well-known

http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:panopoulos@certh.gr
dx.doi.org/10.1016/j.jpowsour.2010.02.046
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Nomenclature

aO2− activity of bulk oxygen ions (Kroeger–Vink notation)
aNi specific surface area of Nickel catalyst (cm2 cm−3)
aV••

O
activity of electrolyte bulk vacancies (Kroeger–Vink
notation)

A area (m2)
Acell solid oxide fuel cell active area (m2)
Ach gas channel cross-section area (m2)
Ai pre-exponential factor of reaction i (units vary)

(mol, cm, s)
cel,k gas phase species concentration (mol cm−3) or sur-

face species concentration (mol cm−2)
C electrical double-layer capacitance (F cm−2)
dan anode thickness (m)
dca cathode thickness (m)
delectrolyte electrolyte thickness (m)
Dk,j binary diffusion coefficient (cm2 s−1)
DKN,k Knudsen diffusion coefficient (cm2 s−1)
E voltage (V)
Ea,i activation energy of reaction i (J mol−1 K−1)
Ecell electrical potential of the SOFC (V)
E◦ standard potential (temperature-dependent) (V)
Ei activation energy for electrolyte conductivity

(J mol−1 K−1)
Ep amplitude of alternating cell voltage output (V)
f frequency (Hz)
F Faraday constant = 6.023 × 1023 × 1.602 × 10−19

(Cb mol−1)
�G molar Gibbs free energy change of reaction (1)

(J mol−1)
�G◦ standard molar Gibbs free energy change of reaction

(1) (J mol−1)
h height (m)
I current (A)
Iall number of irreversible elementary reactions
Iad number of adsorption reactions
Igain gain current amplitude for EIS (A)
j current density (A cm−2)
j0,el exchange current density (A cm−2)
Jbias bias current density for EIS (A cm−2)
jF,el Faradaic current density (A cm−2)
Kan number of chemical species at the anode side
Kg,an number of gaseous chemical species at the anode

side
Ks number of surface chemical species at the anode

side
l cell length (m)
ṁch mass flow (kg s−1)
MWk molecular weight of species k
n number of electrons transferred in reaction (1)
ṅk molar flux of species k (mol s−1 cm−2)
Ṅ volume flow (L s−1)
pi partial pressure of component i (atm)
Pel,tot total pressure of electrode channel (bar)
Pop the SOFC operating pressure (bar)
Q reaction quotient
ṙi adsorption reaction rates (mol cm−2 s−1)
rpore pore diameter (m)
ṙTPB electrochemical reaction rate (mol cm−2 s−1)
R area-specific resistance (Ohm cm2)
Rg ideal gas constant (8.314 J mol−1 K−1)
Rohm ohmic electric area-specific resistance (ohm cm2)

ṡk Species net molar production rate (mol cm−2 s−1)
t time (s)
T temperature (K)
uch gas velocity in channels (m s−1)
w width (m)
Wch width of channel plus part under interconnect rib

(m)
Uf fuel utilization factor (−)
Uo oxygen utilization factor (−)
V voltage (V)
Vch gas channel/chamber volume (m3)
V0

m standard molar volume (mol L−1)
x dimension x
X mole fraction (−)
y dimension x
Y mass fraction (−)
z dimension z
Z impedance (Ohm cm2)

Greek letters
˛an,el anodic symmetry factor for Butler–Volmer equation

(−)
˛ca,el cathodic symmetry factor for Butler–Volmer equa-

tion (−)
ˇi temperature exponent (−)
� i sticking coefficient (−)
� available surface site density (mol cm−2)
ε porosity (−)
εi surface site fraction-dependent activation energy

(−)
�ohm,act,conc overpotentials due to ohmic, activation, concen-

tration losses (V)
� surface site fraction (−)
� period (s−1)
�ki the difference between stoichiometric coefficients

of products and reactants of the kth species in the
ith reaction.

	ch gas density in channel (kg m−3)

i electrolyte conductivity (S cm−1)

0 parameter for electrolyte conductivity (S K−1 cm−1)
� tortuosity (−)
ϕ phase angle (◦)
˚e,el electrode (anode or cathode) electronic potential (V)
˚i,el electrode (anode or cathode) ionic potential (V)
�˚el potential step in electrode (anode or cathode) (V)

Subscripts
an anode
bias biased variable
ca cathode
cell total cell
ch channel (i.e. anode or cathode side)
e electronic
el electrode: el = an for anode and el = ca for cathode
eq equilibrium
dl double layer
F Faradaic
i ionic phase (when used in ˚)
i reaction counter
in input
k species counter
ohm ohmic
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p peak (when used with f)
rev reversible
tot total
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Fig. 1. Schematic representation of an SOFC operating.

ernst equation:

rev = E◦ + RT

2F
ln

(
pH2 p1/2

O2

pH2O

)
(3)

When the fuel cell is connected to a load through a closed circuit,
current is produced through the electrochemical reactions and the
ell’s potential is reduced by internal non-reversible voltage losses
which depend on the current and derive from the following three
echanisms:

Ohmic resistance losses �ohm: which occur in the solid electrolyte
phases (e.g. YSZ or GDC) due to ions flow and in the electrode
phases (Ni, LSM, etc.) and metallic interconnects due to electrons
flow.
Concentration overpotentials �conc: reduced Nernst potential at
the electrochemically active reaction zone (triple phase bound-
ary – TPB) due to depletion of charge carrying reactants caused
by slow diffusion from the bulk of the gas chambers/channels
through the porous electrodes.
Activation overpotentials �act: reduced electrochemical potential
because energy is needed to drive the electrochemical reactions
in the desired forward direction, i.e. reduction of oxygen at the
cathode and oxidation of hydrogen at the anode.

The operating cell potential thus can be expressed as a subtrac-
ion of the different losses from the reversible potential [1–4]:

cell = Erev − �(j)

= Erev − �ohm − �conc,an − �conc,ca − �act,an − |�act,ca| (4)
According to Bessler [5], Eq. (4) gives indeed a good picture of the
ontribution from the different kinds of loss mechanisms, however
hese voltage losses do not represent physical meaningful potential
teps. In reality, three different potential levels exist within the
uel cell system. These are the cathode electronic phase (electrode)
ower Sources 195 (2010) 5320–5339

potential ˚e,ca, the ionic phase (electrolyte) potential ˚i and the
anode electronic phase (electrode) potential ˚e,an. The potential
difference between cathode and anode constitutes the operating
cell potential:

Ecell = ˚e,ca − ˚e,an (5)

It results from two potential steps occurring:

(1) at the cathode/electrolyte interface:

˚ca = ˚e,ca − ˚i,ca (6)

(2) and at the anode/electrolyte interface:

˚an = ˚e,an − ˚i,an (7)

Since the state-of-the art SOFC electrodes contain both elec-
trode and electrolyte phases in form of distributed particles (e.g. Ni
(electronic) and YSZ (ionic) in the anode), the potential steps vary
within a certain depth of the porous anode and cathode electrodes.
This potential distribution is confined to the electrochemical active
reaction zone, the so-called triple phase boundary (TPB), where
all reactants and products can meet and proceed with the electro-
chemical reactions: Ionic O2− (in electrolyte phase), gas reactants
in the electrode pores and electrons (in the electrode phases). The
TPB is situated near the electrolyte membrane and electrode inter-
face and extents typically a few ten microns [6] into the electrode
depending on parameters such as the TPB length (active reaction
zone), phase conductivities and gas phase activities.

The unpolarized cell is in electrochemical equilibrium, and the
equilibrium potential steps given by Eqs. (9) and (11) arise from
the reduction potentials of the respective half-cell electrochemical
reactions Eqs. (8) and (10) [7]:

Cathode:

1
2

O2 + 2e− ⇔ O2− (8)

˚eq,ca = E
◦
O2/O2− − RT

2F
ln

(
aO2−

p0.5
O2

· aV••
O

)
(9)

Anode:

H2 + O2− ⇔ H2O + 2e− (10)

˚eq,an = E
◦
H2O/H2

− RT

2F
ln

(
pH2 · aO2−

pH2O · aV••
O

)
(11)

Their difference equals the reversible cell potential Erev given by
the Nernst Eq. (3) for the global reaction Eq. (1).

The drop in ionic phase potential ˚i occurs mainly in the dense
electrolyte membrane but also to a certain extent within the anodic
and cathodic electrochemical reaction zones (TPB) where the oxy-
gen ions migrate from and into the respective electrodes to take
part in the distributed charge-transfer. The more the TPB extends
into the electrode, the higher are the ionic ohmic losses because the
oxygen ion needs to pass through the electrolyte particles which
have typically much smaller conductivity than the bulk electrolyte
membrane due to the porous and distributed nature of the elec-
trolyte/electrode cermet. The drop in electrode potentials along the
electrode thickness due to electrons transfer is negligible due to the
high electronic conductivity, thus ˚e,ca and ˚e,an can be considered
approximately constant.

The concentration overpotentials represent a difference

between the larger potential step �˚an,b at the electrode/gas
chamber (or channel) interface and the smaller potential step
�˚an,TPB at the TPB. Their cause can be deducted from Fig. 2 and lies
in the different half-cell reduction potentials �˚eq,el due to diffu-
sion induced reactants partial pressure gradients. Fig. 2 additionally
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ig. 2. Partial pressure distribution within the porous electrodes for the anodic
2/H2O and cathodic O2/N2 systems (1D).

hows that the electrode/gas chamber (or channel) interface par-
ial pressures differ from the inlet partial pressures due to fuel and
xygen depletion (utilization) when the inlet flows are kept con-
tant during polarization. This results in an additional reduction of
he half-cell reduction potentials and is a material and geometry
ndependent purely thermodynamic loss.

Activation overpotentials given by Eqs. (12) and (13) decrease
he potential difference within the electrochemical reaction zone
TPB) due to the additional energy required to drive the electro-
hemical reactions into the desired forward reaction. These losses
re in equilibrium with the ionic ohmic losses within the TPB:
he higher the electrochemical reaction rates and/or the larger the
vailable TPB, the less do the oxygen ions need to travel into the
lectrodes and vice versa.

act,ca = ˚ca − ˚eq,ca where ˚ca < ˚eq,ca (12)

act,an = �˚an − �˚eq,an where �˚an < �˚eq,an (13)

The above described origin of the cell potential Ecell resulting
rom the three different potential levels within the fuel cell includes
mplicitly the different losses given in Eq. (4) which reduce the two
alf-cell reduction potentials.

.2. Electrochemical impedance spectroscopy

Electrochemical impedance spectroscopy is a widely used tool
or solid oxide fuel cell (SOFC) performance and materials analysis
3,8–10]. The common approach of fitting the impedance spectra
ith equivalent electrical circuit models is good enough for over-

ll performance comparison, but lacks accuracy in explaining the
hysical source of the different losses, especially due to the usually
verlapping arcs of the spectrum.

In theory, each transport process occurring in the SOFC should
ave its own arc in the electrochemical impedance spectrum (EIS).
ue to their capacitive nature, the transport processes need a
ertain time to relax when perturbed by a changing boundary con-
ition. In practical SOFC impedance measurements, this is typically
sinusoidal AC current or voltage on top of a DC bias which is
aried for a range of frequencies in order to generate the EIS. The
apacitances for the main transport processes are mass (function of
eactor volume and mass density) for mass transport, heat capacity
or heat transport and double-layer capacitance for charge trans-
ort between ionic and electronic conductive phases.
ower Sources 195 (2010) 5320–5339 5323

In SOFC impedance measurements, the dependent output signal
(in this work the voltage) has the same frequency as the perturbing
input signal (here the current) but due to the capacitances is shifted
by a negative phase angle and thus manifests itself as arcs on the
negative imaginary impedance axis. The width of these arcs on the
real axis express the relaxation time distributions of the respective
transport processes and are related to their resistances: the trans-
port process are inhibited by convective and diffusive velocities,
chemical kinetics, heat conductivity and charge-transfer kinetics,
respectively. These arcs have the shape of a semi-circle (or similar)
and they express the range of frequencies for which the particu-
lar transport process is sensitive. The peak frequency is the inverse
of the characteristic relaxation time of the underlying transport
process.

In practice, the electrochemical impedance spectrum (simulated
or measured) manifests itself as a superimposition of arcs of differ-
ent sizes originating from the underlying transport processes. Thus
the different overpotential contributions cannot clearly be distin-
guished. When the transient term of a transport process equation
(∂/∂t = 0) is set to zero, the equation’s output values immediately
adapt to the varying input signal. This simulated periodic station-
ary behavior with no capacitive inertia results in no signal on the
imaginary axis of the EIS. The real axis however is not affected and
thus the relevant process resistances are still effective. In this work,
this is taken advantage of in order to break down the EIS into the
different main contributing loss mechanisms.

EIS is a rather sensitive measurement method. Only a linear
(or pseudo-linear) system results in a sinusoidal phase-shifted
response at the same frequency as the sinusoidal perturbation sig-
nal [11]. The cell’s response is pseudo-linear when the amplitude
of the input signal is small and measurements are done in pseudo-
linear part of the V–j-curve. In the highly non-linear part of the
V–j-curve, EIS spectra can loose their linear behavior. Another com-
mon cause of problems in EIS measurements and their analysis is
a drift in the system being measured due to non-stationary initial
state. External factors such as wiring of the current and voltage
measurement leads can cause additional capacitive or inductive
impedance features in EIS measurements often observed as high
and/or low frequency artifacts [10,12]. A detailed analysis of exper-
imental errors in EIS measurement is given by Cimenti et al. [13,14].

2. Mathematical model description

The development of a distributed model of single planar SOFCs
was started on the EESTM simultaneous equation solver platform
where a quasi-2D steady-state model was implemented as pre-
sented by the authors in [15], in which spatial distribution in the
membrane plane (x- and y-direction) were solved via the Finite Vol-
ume Method (FVM). In the current work, a more complex dynamic
SOFC model capable of simulating 1D, 2D and quasi-3D geometries
was built in gPROMSTM. The potential step approach presented in
Section 1, a detailed porous electrode gas diffusion mechanism,
detailed anode and cathode activation overpotential description
and EIS simulation routines were included. Fig. 3 shows that the
2D and quasi-3D models are spatial extensions of the 1D case
which only considers the distributed electrodes (z-direction) and
is a good approximation of so-called button-cell experimental set-
ups. For the 2D models, the equations of both the anodic and the
cathodic systems are additionally distributed in the x-direction rep-
resenting parallel fuel and oxidizer (air) channels. Depending on

the boundary conditions and discretization methods, both co- and
counter-flow configurations can be simulated. The quasi-3D model
includes electrodes discretization in the z-direction, fuel channel
discretization in the x-direction and oxidizer channel discretiza-
tion in the y-direction resulting in a cross-flow configuration where
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ig. 3. A quasi-3D SOFC in cross-flow configuration where each control volume or
ode point in the x–y plane produces 1D results as in Fig. 2.

he channels are perpendicular to each other. With both the 2D and
uasi-3D models, full size SOFCs with their spatial variation of vari-
bles can be simulated. Spatial discretization is resolved with the
nite difference method (FDM).

The following main assumptions and simplifications are the
asis of the model:

H2 is considered as the only electrochemical active compound
(due to its fast reaction kinetics) and thus the Nernst potential
and activation losses only depend on the H2 oxidation reaction
Eq. (1).
For 1D: The gas chambers above the porous electrodes are mod-
eled as perfectly stirred reactors (PSTR) with no gas stagnation
layer. For further readings on gas stagnation layer effects see
[16–18,4].
For 2D and quasi-3D: The gas flow in the anode and cathode gas
channels is modeled as plug flow neglecting boundary layer flow
and axial diffusion. For axial diffusion effects see [19,20].
Hydro-dynamics were neglected, thus no pressure loss in gas
chambers/channels is considered.
The D’Arcy viscous flux term (pressure driven flux) of the Dusty-
Gas Model (DGM) for the porous electrodes was neglected since
it does not have any significant effect on performance results.
Transport limitations are in the diffusion-controlled regime due
to the small pore sizes [21,22].
Equi-potential current collection is a common assumption due to
the negligible electronic ohmic losses within the electrodes.
Activation overpotentials due to charge-transfer kinetics is mod-
elled with a modified Butler–Volmer type approach and no
distributed charge-transfer is considered (H2 oxidation occurs
at the Triple Phase Boundary (TPB) which is reduced to the
electrode/electrolyte membrane interface). This approach is con-
sidered by Zhu and Kee [23] to be accurate enough, especially
for anode supported cells (ASC) in comparison with the more
complex distributed charge-transfer and additional elementary
electrochemical kinetics approach.
Mean field approximation: No distribution of microstructural
parameters such as pore size, particle size and tortuosity in elec-
trodes is considered.

Isothermal operation is modelled which is a good approximation
for single button and full size cell experiments. For modelling
of SOFC stacks, temperature distributions occur and a thermal
model needs to be appended as in [15].
ower Sources 195 (2010) 5320–5339

The following subsections give a detailed presentation of
all necessary equations of the model which can be bundled
into several main groups: mass transport equations in gas
chambers/channels and in the porous electrodes, a detailed multi-
component porous media diffusion mechanism for the electrodes,
a heterogeneous catalytic reforming mechanisms (HCR) of ele-
mentary gas-surface and surface reactions, detailed potential step
approach, Butler–Volmer type activation overpotentials and the EIS
simulation.

Domains, boundary conditions (for the transport equations con-
taining partial spatial derivatives) and initial conditions (for the
transient equations) are given in the respective equations tables as
well as the species (k) and reaction (i) counter variables. Domains
are either open, denoted by brackets (), closed [], or a combination
of both. The boundary conditions (B.C.) are additional equations
to close the domains. Initial conditions (I.C.) are valid within the
domains of the respective equations.

Standard equations converting between the different forms of
concentration and partial pressures (molar fraction X, mass frac-
tion Y, molar concentration c, density 	, partial pressure pi) are not
presented for the sake of brevity. Also the unit conversion factors,
e.g. between kmol and mol and min and s, etc. are left out in order
to make the equations more readable.

For V–j-curve simulation, the transient parts of the equations
are set to zero to obtain steady-state equations. Everything else
is modelled with the same equations so that it is not necessary
to present the steady-state performance model explicitly. Alterna-
tively the V–j-curves can be simulated with the dynamic model
awaiting steady-state for each current set-point.

2.1.1. Mass transport

2.1.1.1. Transport equations
The model’s governing mass transport equations are given in

Table 1. Button-cell experimental set-ups can be very well approx-
imated by a 1D model where the gas chambers above the electrodes
are modeled as perfectly stirred reactors (PSTR) with a uniform bulk
gas composition, given by Eq. (14).

For 2D and quasi-3D models, the species conservation in the
gas channels is evaluated as plug flow by Eq. (15) together with
Eq. (16) to obtain total mass conservation. For 2D co- and counter-
flow, the equations and variables are both distributed in x-direction.
Since the anode and cathode channels are parallel, it is sufficient
to calculate one channel with correspondingly reduced anode and
cathode inlet flows in order to obtain the same results as for a full
sized cell.

For all models, the porous media transport equations (distribu-
tion in z-direction) are considered purely diffusive as given by Eq.
(17) together with Eq. (18) for the total mass balance. The species
molar fluxes ṅk are evaluated by the Dusty-Gas Model (DGM)
through an implicit relationship with the concentration gradients
within the porous electrodes described in Eq. (21), and depend
on the boundary conditions at the electrode/electrolyte membrane
interface. These connect the mass transport model to the electro-
chemistry through Faraday’s law Eq. (35). The mass sources/sinks
are the species net molar production rates from the HCR given by
Eq. (25) and are only applicable for methane/syngas fuels.

Fuel and oxygen utilization can be calculated with Eqs. (19) and
(20).

2.1.1.2. Porous media diffusion: Dusty-Gas Model

The porous media diffusion mechanism given in Table 2 pro-

vides the link between the electrochemistry taking place at the TPB
and the gas chambers/channels system above the electrodes where
the SOFC is fed with fuel and oxidizer gases. A schematic represen-
tation of the partial pressure distribution of the H2 and H2O fuel
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Table 1
Governing equations for the main mass transport processes in the gas chambers (for 1D) and gas channels (for 2D and quasi-3D) (both denoted by subscript ‘ch’) and within
the porous electrodes (el) for anode (an) and cathode (ca) side respectively. The domains for equations and variables as well as initial conditions (I.C.) and boundary conditions
(B.C.).

Species conservation (s−1) anode/cathode gas chambers (for 1D) [24]:

∂Ych,k

∂t
=

ṁin
ch

	chVch
(Y in

ch,k
− Ych,k) + Acell

	chVch

(
Ych,k

Kg∑
i=1

ṅi(0) · MWi − ṅk(0) · MWk

)
(14)

I.C.: Ych,k = Y in
ch,k

for k = 1 to Kg, where Kg = number of gas phase species anode/cathode.

Species conservation (kg m−3 s−1) anode/cathode gas channels (for 2D and quasi-3D) [25]:

(15)

∑
k

Ych,k = 1 (16)

I.C.: Ych,k = Y in
ch,k

, for k = 1 to Kg − 1

Domains:
2D co-flow x = (0: lx] BFDM discretization (anode and cathode)

2D counter-flow x = (0: lx] (BFDM, anode) and x = [0: lx) (FFDM, cathode)

Quasi-3D cross-flow x = (0: lx] and y = [0: ly] (BFDM, anode)
x = [0: lx] and y = (0: ly] (BFDM, cathode)

B.C.: For k = 1 to Kg − 1
2D co-flow Anode/cathode: Ych,k(0) = Y in

ch,k
uch(0) = uin

ch

2D counter-flow Anode: Ych,k(0) = Y in
ch,k

uch(0) = uin
ch

Cathode: Ych,k(lx) = Y in
ch,k

uch(lx) = uin
ch

Quasi-3D cross-flow Anode: Ych,k(0, y) = Y in
ch,k

uch(0, y) = uin
ch

Cathode: Ych,k(x, 0) = Y in
ch,k

uch(x, 0) = uin
ch

Porous media transport anode/cathode (mol cm−3 s−1) [25]:

ε
∂cel,k

∂t
= − ∂ṅk

∂z
+ aNi ṡk (17)

I.C.: cel,k = cch,k∑
k

Xel,k = 1 (18)

ṡk = 0 for H2/H2O/N2 anode atmospheres and for cathode
for k = 1 to Kg

Domains: zel = (0: del), x = [0: lx] (for 2D), y = [0: ly] (for quasi-3D)

B.C.: for anode/cathode
Xel,k(0) = Xch,k (for k = 1 to Kg − 1)
Pel,tot(0) = Pop

ṅk(del) = �k · ṙTPB (for k = 1 to Kg) where �k is the stoichiometric coefficient for the electrochemical
reaction, i.e. +1 for H2, −1 for H2O and +0.5 for O2 and 0 for others

Uf = Itot · V0
m

2F · Ṅin
an(X in

H2
+ X in

CO + 4X in
CH4

)
, fuel utilization (−) (19)

g
c

a
fl
D
a
f

a
a
t
[
c
fi

Uo = Itot · V0
m

4F · Ṅin
ca · X in

O2

, oxygen utilization (−)

as within the anode and the O2 and N2 oxidizer gas within the
athode is presented in Fig. 2.

The Dusty-Gas Model (DGM), developed by Mason and Malin-
uskas [21], is given by Eq. (21) which evaluates the species molar
uxes ṅk for the porous media transport equations (Eq. (17)). The
GM is nowadays employed in most detailed SOFC models [2] and
comparison by Suwanwarangkul et al. [22] between different dif-

usion models found the DGM most applicable for SOFC modeling.
The binary diffusion coefficients given by Eq. (22) are evaluated

ccording to Fuller et al. [26,27] which was found out to be the most

ccurate method for SOFC conditions by Todd and Young [28]. For
he Knudsen diffusion coefficients, Eq. (24) was taken from Mills
29] and depends on the pore diameter and Knudsen diffusion that
an get significant at pore diameters below 1 �m. All diffusion coef-
cients are corrected in Eq. (17) by the porosity and tortuosity to
(20)

account for the free gas pathways in the pores. According to Haber-
man and Young [30], the tortuosity has a quadratic influence on
the effective diffusion coefficients which was later on confirmed
and applied by DeCaluwe et al. [31].

2.1.2. Heterogeneous reaction mechanism for methane and
syngas (HCR)

A multi-step heterogeneous reaction mechanism consisting
of 42 irreversible elementary reactions (Iall = 42) as reported in

[33,4] was employed to evaluate the source and sink terms of
the methane/syngas mass transport through the porous elec-
trodes. This mechanism, validated for Ni-YSZ cermets in SOFC
applications for temperatures between 220 and 1700 ◦C, implic-
itly accounts for the water-gas-shift (WGS), methane reforming
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Table 2
Equations and parameters for the Dusty-Gas diffusion model (DGM) and binary and Knudsen diffusion coefficients. All equations and variables are distributed within the
closed domains zan = [0: dan], x = [0: lx] (for 2D), y = [0: ly] (for quasi-3D). They account for anode and cathode and valid for k,j = 1 to Kg gas phase species.

Dusty-Gas Model equation (mol cm−4) [21] without the viscous flux (pressure driven) term:

∂cel,k

∂z
= −

Kg∑
j /= k

cel,j · ṅk − cel,k · ṅj

cel,tot · (ε/�2) · Dk,j
− ṅk

(ε/�2) · DKN,k
(21)

Fuller et al. expression [27] for the binary diffusion coefficient (cm2 s−1)

Dk,j = 0.00143 · T1.75

Pel,tot · MW0.5
k,j

· (V1/3
k

+ V1/3
j

)
(22)

Fuller et al. diffusion volumes [28]:
H2: 6.12, H2O: 13.1, CH4: 25.14, CO2: 26.7, CO: 18.0, O2: 16.3, N2: 18.5

Binary molecular weight for binary diffusion coefficient evaluation according to Fuller et al:

MWk,j = 2

(
1

MWk
+ 1

MWj

)−1

(23)

a
t
(
s
H
N
a
(
t
l
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w
t
s
[
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2

s

T
B
l

Knudsen diffusion coefficients determined from kinetic theory [29]:

DKN,k = 2 · rpore

3
·
(

8RgT

� · MWk

)0.5

nd Boudouard reactions. The mechanism describes the adsorp-
ion (Iad = 6) and desorption reactions of the 6 gas phase species
Kg,an = 6) H2, CO, CH4, CO2, H2O, O2, and surface reactions of 13
urface species (Ks = 13) including the free Nickel catalyst sites, i.e.
s, Os, OHs, HCOs, Cs, CHs, CH2,s, CH3,s, CH4,s, COs, CO2,s, H2Os and
is. It is assumed that surface adsorption is limited to a mono
tomic layer. In total, the system includes 19 chemical species
Kan = 19 = Kg,an + Ks) which take part in the 42 reactions. The reac-
ion mechanism complies with the mass balances according to the
aw of mass-action kinetics with the formalism described in detail
n [32] and given in brevity in Table 3. The 42 elementary reactions

ith the corresponding model parameters Ai (pre-exponential fac-
or), ˇi (temperature exponent), Eai (activation energy), εi (surface
ite fraction-dependent activation energy) and � i can be found in
33,4].
.1.3. Electrochemical model

.1.3.1. Potentials and current
The potential step approach for cell potential evaluation is pre-

ented in detail in Section 1.1. For the models in this work, no

able 3
asic elements of HCR reforming kinetics from [32] according to law of mass-action. All eq

x] (for 2D), y = [0: ly] (for quasi-3D).

Species net molar production rate in (mol cm−2 s−1), where �ki is the difference between
ith reaction:

ṡk =
Iall∑
i=1

�ki ṙi, for k = 1, . . . , Kan

Adsorption reaction rates (mol cm−2 s−1) evaluated with sticking coefficient � i (betwee
reaction, where mi is the sum of stoichiometric coefficients of surface species reactants
(mol cm−2):

ṙi = 100 · �i

� mi

√
RgT

2�MWi
·

Kan∏
k=1

c
�′

ki
an,k

, for i = 1, . . . , Iad

Arrhenius type reaction rate (mol cm−2 s−1) dependent on surface site fraction �CO (pre
coverage-dependent activation energy ea,i parameters from Maier et al. [33]), where �′

k

ṙi = AiT
ˇi exp

(−Ea,i

RgT

)
exp

(−ea,i�CO

RgT

)
·

Kan∏
k=1

c
�′

ki
an,k

, for i = Iad + 1, . . . , Iall

Transient surface site fraction (s−1) distribution:
∂�k

∂t
= ṡk

�
, for k = 1, . . . , Ks − 1

I.C.: �k = 1E−7
Conservation of surface site fractions:∑

�k = 1, for k = 1, . . . , Ks

Surface species concentration (mol cm−2):
can,k = �k�, for k = 1, . . . , Ks
(24)

distributed charge-transfer was applied, so that the charge-transfer
and potential steps only occur lumped at the interfaces of elec-
trodes (Ni-YSZ anode or LSM cathode) and electrolyte membrane
as the assumed TPB.

The electrochemical model equations are given in Table 4. The
total cell current Eq. (34) is the applied alternating current dur-
ing EIS simulation from Eq. (45) and equals the sum of the locally
distributed currents for the 2D and quasi-3D approach. The total
current (or current density j given by Eq. (35)) originates from two
different sources during transient operation. The Faradaic current
IF is directly proportional to the electrochemical reaction rate given
by Faraday’s law in Eq. (36). The electrical double-layer induced cur-
rent depends on the double-layer capacitances Cdl and only exists
during transient change of the half-cell potential steps as given by
Eq. (37).
2.1.3.2. Butler–Volmer type activation overpotentials for
charge-transfer reactions

The Butler–Volmer equation (40) relates the activation over-
potential �act to the Faradaic current density jF. In this work, a
modified Butler–Volmer type approach developed by Zhu et al. [34]

uations and variables are distributed within the closed domains zan = [0: dan], x = [0:

stoichiometric coefficients of products and reactants of the kth species in the

(25)

n 0 and 1), where �′
ki is the stoichiometric coefficient of reactant k in the ith

in the ith reaction, and where � is the available surface site density

(26)

-exponential factor A, temperature coefficient ˇ, activation energy Ea and
i is the stoichiometric coefficient of reactant k in the ith reaction:

(27)

(28)

(29)

(30)
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Table 4
Equations for the electrochemical model [5]. All equations and variables are distributed within the closed domains x = [0: lx] (for 2D) and y = [0: ly] (for quasi-3D). They account
for anode (el = an) and cathode (el = ca).

Cell voltage (in V) is not distributed because of equi-potential assumption:
Ecell = ˚e,ca − ˚e,an (5)
B.C.: ˚e,ca = 0

Potential step between electron (e) and ion (i) conducting phases (in V):
˚el = ˚e,el − ˚i,el (6,7)
B.C.: ˚i,an = ˚i,ca + Rohm·j

Cathodic half-cell reduction potential (in V) for the half-cell reaction in Eq. (8):

�˚eq,ca = E
◦
O2/O2− − RT

2F
ln

(
aO2−

p0.5
O2

· aV••
O

)
(9)

Anodic half-cell reduction potential (in V) for the half-cell reaction in Eq. (10):

�˚eq,an = E
◦
H2O/H2

− RT

2F
ln

(
pH2 · aO2−

pH2O · aV••
O

)
(11)

Standard electromotive force (in V) at standard pressure depending only on temperature:

E
◦
el = −

G
◦
el

2F
(31)

with �G
◦
el = �Hel − T�Sel (32)

Nernst potential (in V) of the global electrochemical hydrogen oxidation reaction in Eq. (1):
ENernst = �˚eq,ca − �˚eq,an (33)
Relationship between activation overpotential (in V) and potential steps:
�act,el = �˚el − �˚eq,el (12, 13)

Total cell current (in A) where I is the local current in distributed models (2D/quasi-3D):
Itot = I for 1D (34)
Itot =
∑

I for 2D and quasi-3D

Current density (in A cm−2):

j = I

A
= jF,el + jdl,el (35)

for local current density 2D: A = Acell/(# of discretization intervals in x + 1)
for local current density quasi-3D: A = Acell/(# of discretization intervals (x + 1)(y + 1))

Faraday’s law is the relation between electrochemical reaction rate and Faradaic current density (in mol cm−2 s−1):

ṙTPB = jF
2F

(36)

Double-layer current density (in A cm−2) [7]:

jdl,el = ±Cdl,el · ∂(�˚el)
∂t

, (− for cathode) (37)

I.C.: (∂(��el)/∂t) = 0
Ohmic resistance (in Ohm cm2) through the dense electrolyte membrane:

Rohm = delectrolyte


i
(38)

Electrolyte conductivity (in S cm−1):


i = 
0

T
exp

(
− Ei

RgT

)
(39)

Table 5
Equations and parameters for the modified Butler–Volmer-type activation overpotential due to charge-transfer kinetics [34]. All equations and variables are distributed
within the closed domains x = [0: lx] (for 2D) and y = [0: ly] (for quasi-3D). They account for anode (el = an) and cathode (el = ca).

Butler–Volmer equation (A cm−2):

jF,el = j0,el

[
exp

(
˛an,elF · �act,el

RgT

)
− exp

(
− ˛ca,elF · �act,el

RgT

)]
(40)

with ˛an,el = 1.5 and ˛ca,el = 0.5

Anodic exchange current density (A cm−2):

j0,an = kH2 exp

(
− EH2

RgT

) (pH2 (dan)/p∗
H2

)0.25(pH2O(dan))0.75

1 + (pH2 (dan)/p∗
H2

)0.5
p in atm (41)

with p∗
H2

=
AH2 � 2

√
2� · Rg · T · MWH2

10 · �0
exp

(
−

Edes
H2

RgT

)
in atm (42)

with AH2 = 5.59E + 19 cm2 mol−1s−1, � = 2.6E+9 mol cm−2, Edes
H2

= 88,120 J mol−1, �0 = 0.01, kH2 = 207,000 A cm−2, EH2 = 87, 800 J mol−1

Cathodic exchange current density (A cm−2):

j0,ca = −kO2 exp

(
− EO2

RgT

) (pO2 (dca)/p∗
O2

)0.25

1 + (pO2 (dca)/p∗
O2

)0.5
p in atm (43)

with p∗
O2

= AO2 exp

(
−

Edes
O2

RgT)

)
in atm (44)

with AO2 = 4.9E + 8 atm, Edes
O2

= 200, 000 J mol−1, kO2 = 51,900 A cm−2, EO2 = 88, 600 J mol−1
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Table 6
Model equations for the simulation of the electrochemical impedance spectra (EIS).

Itot(t) = Ibias − Igain · sin(ω · t) sinusoidal alternating current (45)
∂Time

∂t
= 1 I.C. : Time = 0 (46)

ω = 2� · f angular frequency in radians (47)

� = 1
f

period of the sinusoidal signal (48)

Ep · cos ϕ = 2f ·
∫ �

0

Ecell(t) · sin(ω · t)dt ϕ in degrees (49.a)

∂Z1

∂t
= Ecell(t) · sin(ω · t) integrated by gPROMSTM for t = 0 to � (49.b)

Ep · cos ϕ = 2f · Z1(�) evaluated by gPROMSTM at t = � (49.c)

Ep · sin ϕ = 2f ·
∫ �

0

Ecell(t) · cos(ω · t)dt ϕ in degrees (50.a)

∂Z2

∂t
= Ecell(t) · cos(ω · t) integrated by gPROMSTM for t = 0, . . . , � (50.b)

Ep · sin ϕ = 2f · Z2(�) evaluated by gPROMSTM at t = � (50.c)

Re(Z) = Acell · 10 · Ep · cos ϕ

Igain
(Ohm cm2) (51)

Im(Z) = − Acell · 10 · Ep · sin ϕ
(Ohm cm2) (52)

w
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Igain

|Z| =
√

Z2
real

+ Z2
im

(Ohm cm2) (53)

as employed, who derived expressions for the exchange current
ensities j0,el (Eqs. (41) and (43)) from elementary electrochemical
inetics for the assumed rate limiting reaction steps (Table 5).

.1.3.3. EIS model
The model equations for the EIS simulation are given in Table 6.

n Fig. 4, the simulation schedule of the computational procedure
s presented: the steady-state current Ibias needs to be switched to
he frequency- and time-dependent alternating sinusoidal current
iven by Eq. (45). It serves as the input signal for the EIS calculation.
he gPROMSTM dynamic solver implicitly integrates all transient
quations (denoted by $ in gPROMSTM) when a time schedule is
iven. No direct access to the time variable itself is allowed in the
odeling section [35]. Since the equations for the EIS evaluation

equire explicitly the time variable, a dummy time variable, e.g.
ime, needs to be introduced whose time derivative equals 1 as
iven by Eq. (46). This dummy time variable proceeds isochronic
ith the internal gPROMSTM time variable.

The simultaneous evaluation of the two time integral Eqs. (49.a)
nd (50.a) determines the phase angle ϕ and the amplitude of
he sinusoidal cell voltage Ep with which the real (Eq. (51)) and
maginary (Eq. (52)) parts of the impedance Z are calculated. These
quations are obtained through trigonometric transformation of
he general expression for the sinusoidal phase-shifted cell voltage
utput for a given sinusoidal current input [24]. In gPROMSTM, this
alculation is achieved by splitting up the problem into two steps.
irst, the time derivatives of Eqs. (49.a) and (50.a), given in Eqs.
49.b) and (50.b), are integrated over a full period � and then at the
nd of the period (Time = �) the results are used in Eqs. (49.c) and
50.c) to evaluate the impedance parameters. It has to be noted, that
he system needs to be run for several periods (10 periods proved to
e enough) to reach a periodic steady-state, before the impedance
or a given frequency can be evaluated.

.1.4. Computational procedure
Fig. 4 gives a schematic representation of the computational
rocedure for the EIS simulation. The model is fed with input
alues for the desired operational parameters, SOFC geometry,
aterials properties, etc. All governing and constitutive equa-

ions from Tables 1–6 are solved simultaneously with the inbuilt
ower Sources 195 (2010) 5320–5339

gPROMSTM solvers DASOLV (differential algebraic solver for the
transient problem with absolute and relative tolerance 1E−12 and
1E−10) and SPARSE (non-linear algebraic solver for the spatially
discretized problem with convergence tolerance of 1E−7). For
numeric discretization of the spatially distributed equations, the
finite difference method (FDM) was chosen in its different forms
with a polynomial degree of 2. For the different domains, the fol-
lowing FDM methods and number of discretization intervals were
chosen:

• zan: centred finite difference method (CFDM), 10 intervals
• zca: CFDM, 4 intervals
• x: backward finite difference method (BFDM), 10 intervals for

cathode channel in counter-flow configuration the forward finite
difference method (FFDM) was chosen, 10 intervals

• y: backward finite difference method (BFDM), 10 intervals

A detailed simulation schedule has to be specified in order to
produce a complete EIS from the solutions of a range of frequencies
f for the alternating current Eq. (45) as the input signal.

3. Simulation results and discussion

3.1. V–j-curve and EIS of a base case simulation

The analysis of the inherent voltage losses (overpotentials) of an
operating SOFC and the breaking down of these losses appearing
in the electrochemical impedance spectrum (EIS) is carried out
by means of a base case defined in Table 7. The simulations are
run with the 1D model approximating button-cell experiments
which are commonly used for new materials testing. The base
case is defined for a typical laboratory scale anode supported cell
(ASC) operating at a common SOFC temperature of 800 ◦C with
humidified hydrogen. The simulations results presented here were
evaluated with a fixed fuel and air inlet flow and thus varying
fuel utilization Uf and oxidizer (oxygen/air) utilization Uo. Another
option for the analysis is the fixation of Uf and Uo by adjusting the
inlet fuel and air flow rates to the current density. This would fix the
gas chamber bulk partial pressures for all points on the V–j-curve
and thus the inlet boundary values for the porous electrode diffu-
sion mechanism. Although the reversible Nernst potential related
losses due to gas depletion in the gas chambers would be inhibited
(preferable since these are purely thermodynamic losses and not
related to cell material), this technique is not experimentally acces-
sible since the required mass flow controllers cannot adjust the
flow rates so quickly to the sinusoidal current perturbation (with
frequencies up to 1 MHz). Section 3.5 shows also the EIS of methane
and biomass derived syngas fuelled SOFCs. EIS results obtained
with the 2D and quasi-3D models are comparatively shown in
Section 3.6.

An overview of the base case performance is presented in Fig. 5
where its V–j-curve together with the curves for anode and cathode
activation overpotentials from Eq. (40) and ohmic overpotential
evaluated with Eq. (38) are given. In addition, the Nernst poten-
tial curves (Eq. (33)) evaluated for partial pressures at the reaction
zones (triple phase boundary (TPB) at dan and dca) and bulk gas
chambers are shown. The former is the actual electrochemical
potential for the global electrochemical hydrogen oxidation reac-
tion while the latter represents the theoretically available potential,
only affected by bulk gas depletion (due to changing Uf and Uo with

the current density). Their difference accounts for the so-called con-
centration overpotential due to diffusion induced partial pressure
gradients within the porous anode and cathode electrodes. This
can further be split up into anodic and cathodic contributions by
evaluating the respective half-cell potentials (Eqs. (9) and (11))
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Fig. 4. Compu

or TPB and bulk gas partial pressures. Thus anode and cathode
oncentration overpotentials are plotted likewise in Fig. 5a and

shows the corresponding course of area-specific resistances vs.

urrent density which can be evaluated by dividing the respective
verpotentials by the current density: Ri = �i/j. For selected cur-
ent densities, simulated electrochemical impedance spectra (EIS)

ig. 5. Base case (BC) steady-state performance characteristics. (a) V–j-curve and the d
verpotentials, their sum the total resistance Rtot and the differential resistance ∂Ecell/∂j (
al procedure.

obtained with the full loss model are presented in form of a Nyquist
plot in Fig. 6.
The shape of the V–j-curve more or less follows the shape of the
Nernst potential curve evaluated for partial pressures at the TPB.
This typical shape of high non-linearity at low and high current
densities and a rather linear part in between originates from the

ifferent Nernst- and overpotentials; (b) area-specific resistances of the different
slope of the V–j-curve).
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Table 7
Model input values for a base case (BC) and the parametric analysis.

Parameter Unit Base case Parametric analysis Comment

Operational parameters
Pop bar 1.013 – Cell pressure chamber/channels
T ◦C 800 – Cell Temperature
Jbias A cm−2 2.75 0–2.85 Bias current density for EIS
Igain A 0.1 – Gain current amplitude for EIS
Nan,in lt min−1 0.5 0.5–2 Inlet anode volume flow
XH2,in – 0.97 0.485 Inlet anode molar fraction hydrogen
XH2O,in – 0.03 0.15 Inlet anode molar fraction steam
XN2,in – 0 0.5 Inlet anode molar fraction nitrogen
Nca,in lt min−1 2 – Inlet cathode volume flow
XO2,in – 0.2 – Inlet cathode molar fraction oxygen
XN2,ca,in – 0.8 – Inlet cathode molar fraction nitrogen

Cell geometry
lcell cm 3.16 – Length/width of cell
lx cm 3.16 – Cell length in x-direction (for 2D and quasi-3D)
ly cm 3.16 – Cell length in y-direction (for quasi-3D)
delectrolyte �m 10 – Electrolyte thickness
dan �m 500 0–500 Anode thickness
dca �m 30 – Cathode thickness
han, hca mm 3 – Height anode/cathode channels
wan, wca mm 2 – Width anode/cathode under channel
Acell cm2 10 – Active cell area
Van m3 1.517E−06 1.5E−5, 1.5E−7 Volume anode chamber
Vca m3 1.517E−06 – Volume cathode chamber

Materials properties
ε – 0.35 0.4, 0.45 Electrode porosity
� – 3.5 2, 3.1 Electrode tortuosity
rpore �m 0.5 0.75, 1 Electrode average pore radius

–
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0 S K−1 cm−1 3.6E+5
Ei J mol−1 80,000
Cdl F cm−2 1E−4
j0,an A cm−2 Eq. 3.41

hange of the partial pressure ratio pH2 /pH2O with fuel utilization.
he most dominant overpotentials for all current densities are the
athodic activation overpotential �act,ca and the anodic concentra-
ion overpotential �conc,an which can also be seen from the course of
he resistances. While �act,ca increases rather linearly with the cur-
ent density, �conc,an is highly non-linear (Nernst potential shape)
nd most dominant at low and high current densities. The sharp
ecline at high current density constitutes the limiting current
ensity due to diffusion induced depletion of the hydrogen partial
ressure pH2 at the TPB. Additionally, close to OCV also the anodic
ctivation overpotential is high but drops quickly with increasing

urrent density j.

The ohmic overpotential has a medium effect (due to the thin
lectrolyte) and increases linearly due to its constant resistance
ohm independent of j. The cathode concentration overpotential
conc,ca is rather negligible in this base case due to the high oxygen

ig. 6. Electrochemical impedance spectra (EIS) for different current densities cho-
en from the base case V–j-curve of Fig. 5.
Parameter for electrolyte conductivity
Parameter for electrolyte conductivity

1, 1E−7 Anode double-layer capacitance
.1, ×10 Exchange current density

excess ratio (low Uo) and thin cathode porous electrode thickness
(only small diffusion induced pO2 gradient) employed.

By comparing the resistances from Fig. 5b with the EIS for differ-
ent current densities given in Fig. 6, rough conclusions can already
be drawn for the assignation of the different visible arcs. It is a com-
mon fact, that the ohmic resistance Rohm has constant impedance
independent of the frequency [11]. It manifests itself on the Re(Z)
axis as the high-frequency intercept of the EIS.

The first visible high-frequency arc (left) describes a signifi-
cant loss whose resistance is increasing with current density. Thus
it must be related to the cathodic activation overpotential �act,ca.
The second high-frequency arc (to the right of the first arc) is
large at OCV, then decreases with j; thus it can be related to
the anodic activation overpotential �act,an. Since the cathodic con-
centration overpotential �conc,ca is negligible small, the remaining
anodic concentration overpotential �conc,an must be related to the
two remaining middle and low frequency arcs. These follow the
trend of Rconc,an which is very high at low and high current den-
sities and of similar magnitude in between. The origin of the two
partially superimposed arcs will be investigated further below.

The preliminary findings of above are investigated in more detail
in Fig. 7 by means of a step-by-step reduction of the influence of
the different transport processes on the imaginary part of the EIS.
This is carried out by setting the transient parts of the six transport
processes (3 for cathode (ca) and 3 for anode (an)), i.e. double-layer
current (jdl in Eq. (37)), porous electrode diffusion (∂c/∂t in Eq. (17))
and gas chamber species conservation (∂Y/∂t in Eq. (14)) for anode
and cathode, respectively, successively to zero and thus turning
them into stationary equations. The losses of these mechanisms

are still evaluated, but their capacitive nature is taken away, which
means that the partial pressures are instantaneously adapting to
the periodically varying current density.

The results confirm the above made preliminary analysis. The
first high-frequency arc on the left (peak frequency fp ≈ 25 MHz) is
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attributed to concentration overpotentials due to diffusion induced
losses through the porous anode electrode.

At low frequency (5 Hz), all variables show a periodic course.
Here, the gas chamber hydrogen partial pressure pH2,ch is phase

Table 8
Variable values at the beginning of each period during EIS simulation.

Variable Unit 100 kHz 100 Hz 5 Hz 0.1 Hz

j A cm−2 2.75 2.75 2.75 2.75
ig. 7. Base case EIS at j = 2.75 A cm−2 (in the non-linear part of the V–j-curve close t
ransient parts of the transport equations.

elated to the cathodic activation overpotential because it disap-
ears when setting the cathodic double-layer layer current to zero.
s will be shown later on, the variation of activation overpotential
pecific parameters influence the magnitude of the double-layer
elated arc. Likewise, the second arc (fp ≈ 100 kHz) can be related to
he anodic activation overpotential. As it was assumed, the cathode
oncentration overpotential turns out to be negligible while the
node concentration overpotential dominates and is related to the
iddle-frequency arc (fp ≈ 40 Hz), also called diffusion impedance.
dditional information on the nature of the low frequency arc

fp ≈ 4 Hz) is revealed here. It remains as an effect of the anodic and
athodic gas chamber (perfectly stirred reactor) species conser-
ation expressions where the cathodic contribution is negligible.
ince it is related to the changing Nernst potential due to changing
uel and oxygen utilization, it can be called Nernst impedance. It is
lso called gas conversion impedance in literature [19,16,36].

The relationship between steady-state cell performance result-
ng from the Nernst potential reduced by different resistances
presented as V–j-curves) and the electrochemical impedance spec-
ra is not straightforward. The Re(Z)-axis low frequency intercept
onstitutes the total impedance Ztot which is equal to the slope of
he V–j-curve ∂Ecell/∂j at the investigated current [19,10]. However,
o clear relationship between calculated resistances given in Fig. 5b
nd the width of the impedance arcs of the different transport pro-
esses can be established. Fig. 7 additionally provides the calculated
esistances Ri and differential resistances (∂�i/∂j) which are cumu-
atively plotted at the Re(Z)-axis. Both of them do not collide with
he impedance arcs intercepts.

The previous analysis revealed which anode and cathode related
ain losses can be seen in the EIS. For the sake of brevity, the fur-

her investigation of the three main loss mechanisms by means of
parametric analysis in the following sections will only be carried

or the anodic system. The nature of the cathode related losses are
quivalent to the anode and both can be regarded as two decou-
led systems. Thus all cathodic transient terms are set to zero, in

rder to suppress their imaginary impedance components. The var-
ed parameters for the analysis of the three main losses are included
n Table 7.

Fig. 8 shows how the impedance arcs come about by present-
ng the dynamic periodic variation of important SOFC operation
ent limiting behavior) with the full loss model and the subsequent reduction of the

variables at four different frequencies f. The variables are plotted
for two periods during the EIS simulation and are normal-
ized with the respective value at the beginning of each period
(given in Table 8). The origin of the impedance arcs are the
phase-shifted cell potential Ecell (output signal) when applying a
sinusoidal alternative current density j (input signal). The phase
shift occurs due to capacitive behavior of the different subsystems,
described by the transport equations, and produces imaginary
impedance.

At high frequency (100 kHz), a double-layer induced current
density jdl,an occurs which adds up together with the Faradaic cur-
rent density jF,an to the total current density j. Both jdl,an and jF,an
are phase shifted with respect to j and thus account for a phase-
shifted cell potential Ecell. All other important variables (with a
slight exception of pH2,TPB) are constant because they are not sen-
sitive to the high frequency. Since jF,an is directly related to the
activation overpotential, the emerging double-layer impedance arc
at high frequencies due to electrical double-layer capacitance is also
related to the activation overpotentials.

At medium frequency (100 Hz), all variables except the anodic
gas chamber hydrogen partial pressure pH2,ch show a periodic
course. The double-layer induced current is almost zero and thus
jF,an is in line with j. Here, the phase-shifted variable responsible
for the phase-shifted Ecell is the hydrogen partial pressure at the
TPB pH2,TPB. The intermediate frequency impedance arc thus can be
Ecell mV 560.08 559.76 559.60 560.13
pH2,b bar 0.59481 0.59482 0.59414 0.59476
pH2,TPB bar 0.0834 0.0828 0.0826 0.0834
jF,an A cm−2 2.755 2.750 2.750 2.750
jdl,an A cm−2 −4.96E−03 ∼0 ∼0 ∼0
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ig. 8. Dynamic variation of some important variables for two periods during EIS si
he respective value at the beginning of the period.

hifted in addition to pH2,TPB and is responsible for the low fre-
uency Nernst impedance arc.

At very low frequency (0.1 Hz), all variables are varying period-
cally in line with j and thus no phase shift exists.

.2. Variation of anode gas chamber related parameters

This section describes how the variation of anode gas cham-
er related parameters affects the EIS, especially the low frequency
ernst impedance arc.

Fig. 9 shows the influence of changing anode gas chamber vol-
me Van. Decreasing the volume to 10% of the base case (BC)
alue shifts the Nernst impedance arc to higher frequencies merg-
ng with the diffusion impedance arc. The Nernst impedance is
ffected due to the changing fuel gas flow velocity when the gas
hamber volume is varied. A ten times larger Van results in an
lmost complete separation of diffusion and Nernst impedance
rcs where the latter is shifted towards a ten times lower peak
requency. Two cases are presented additionally where only the
ernst impedance arc occurs by setting all other transient terms

o zero. The variation of Van however does not affect the total

mpedance Ztot and thus also not SOFC performance. A numerical
elationship for the variation of this arc is given by Primdahl and
ogensen [16].
The Nernst impedance arc does not exist when the fuel utiliza-

ion is kept constant (by setting the gas chamber partial pressures
ion shown for four different frequencies f. The variable values are normalized with

to the outlet values of the steady-state results). When the transient
part of the gas chamber transport equation (Eq. (14)) is set to zero,
the gas chamber mass fractions follow instantaneously the current
and diffusion and Nernst impedance arcs merge. This extreme is
approached when Van is set to very small values.

Fig. 10 shows the influence of changing the anode gas inlet flow
Nan,in. An increase of the inlet fuel flow results in a shift of the Nernst
impedance arc towards higher frequencies until it merges with the
diffusion impedance arc at very high flows (due to the high gas flow
velocities). Higher fuel flows at constant current densities imply
smaller fuel utilization and thus higher hydrogen partial pressures.
This results in decreased diffusion losses and thus also smaller total
impedance Ztot.

Fig. 11 shows the influence of changing fuel composition. When
the base case gas composition is diluted with N2 by 50%, the
diffusion induced losses increase significantly due to the smaller
hydrogen inlet partial pressure and the additional large molecule
compound N2. When the diluted flow is doubled, the same amount
of hydrogen is entering the SOFC (allowing the same fuel utiliza-
tion) as for the base case, however diffusion induced losses are still
more than twice as large.
3.3. Variation of diffusion mechanism related parameters

The gas diffusion induced impedance arc has a typical shape.
The semi-circle exhibits an almost linear slope (∼45◦ angle) at the
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Fig. 9. EIS of base case and for the variation of anode gas chamber volume Van. Additional cases with only the Nernst impedance arc and without the Nernst impedance arc
are shown.

Fig. 10. EIS of base case and for the variation of anode gas inlet flow Nan,in.

Fig. 11. EIS of base case and for different anode gas mixture with additional nitrogen.
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Fig. 12. EIS of base case and for

igher frequency part of the arc (left side). This phenomenon is
alled Warburg impedance [10].

Fig. 12 shows the influence of changing the porous anode elec-
rode thickness dan. A decrease of dan results in a shift of the
iffusion impedance arc towards higher frequencies (due to smaller
ass capacitance) and a reduction in the arc size due to smaller dif-

usion resistance. An infinitely thin anode (∼0 �m) does not exhibit
he middle-frequency diffusion impedance arc anymore. Only the
ouble-layer and Nernst impedance arcs remain.

Figs. 13–15 show the effect of varying characteristic material
roperties which affect the gas diffusion through the porous elec-
rodes. Higher porosity ε, larger average pore diameter rpore and
maller tortuosity � (non-linear pathway which the gas needs to
ass through) all result in a decrease of the size of the diffusion

mpedance arc due to decreased diffusion losses.
.4. Variation of double-layer capacitance and activation
verpotential related parameters

Concerning the choice of base case values for the two double-
ayer capacitances (anodic and cathodic), Cdl,an was chosen in an

Fig. 13. EIS of base case and for the
ariation of anode thickness dan.

order of magnitude given in literature [24] and Cdl,ca was arbi-
trarily set 1000 times smaller in order to see separated arcs in
the impedance spectra. Fig. 16 shows the variation of the two
double-layer capacitances and their effect on the EIS. Setting
both parameters to equals values results in only one double-layer
impedance arc due to superimposition of the two arcs. The double-
layer impedance arcs shift proportionally with the capacitances
increase towards lower frequencies and start overlapping also
the impedance arcs of the other transport processes. Theoreti-
cally speaking, if realistic double-layer capacitance values would be
higher than, e.g. 1E−3 F cm−2, it would get difficult to differentiate
between the different losses since all arcs would be superim-
posed by the double-layer impedance arc. For small double-layer
capacitances, it is possible to relate the arcs to the activation
overpotentials. The high-frequency arcs due to cathodic or anodic
double-layer capacitances might not appear in real EIS measure-

ments since they can occur at frequencies higher than 100 kHz
which is the typical highest frequency measured. A high-frequency
shoulder observed in experiments is sometimes interpreted as an
erroneous artifact, but in fact could possibly be the beginning part
of an additional double-layer impedance arc.

variation of anode porosity ε.
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Fig. 14. EIS of base case and for the variation of anode average pore radius rpore.

Fig. 15. EIS of base case and for the variation of anode tortuosity �an.

Fig. 16. EIS of base case and for the variation of anodic and cathodic double-layer capacitances Cdl,an and Cdl,ca. The high-frequency arcs peaks are given next to the legend
where the first value is due to the anodic and the second due to the cathodic double-layer contribution.
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Fig. 17. EIS of base case and for the vari

Fig. 17 shows the influence of changing anodic exchange cur-
ent density j0,an which describes the kinetics of the anodic
harge-transfer reaction. Decreasing j0,an to 10% of the base case
BC) value shifts the double-layer impedance arc to lower fre-
uencies and increases its resistance. Accordingly a ten times

arger j0,an results in a shift of the double-layer impedance arc
owards higher frequencies with decreased resistance. This shows,
hat double-layer impedance arcs are related to the activation
verpotentials.

.5. Syngas 1D EIS

This subsection presents the influence of methane and biomass
erived producer gas fuels on the EIS in comparison with the base
ase (BC) humidified hydrogen fuel. The anode inlet flow Nan,in

or each fuel was adjusted to match the hydrogen inlet mass flow
f the base case when considering complete methane reforming
nd CO shift. The steam diluted methane is fed to the SOFC with
steam-to-carbon ratio of 2.5 which is a typical composition to

void carbon deposition problems [37]. The methane reforming and

Fig. 18. EIS of a methane fuelled SOFC whe
f anodic exchange current density j0,an.

water-gas-shift reactions are evaluated with the detailed hetero-
geneous catalytic reaction mechanism (HCR) given in Table 3. An
important parameter determining the catalytic reaction rates is the
specific nickel catalyst surface aNi which allows higher production
rates when the value is high.

For the simulations presented in Fig. 18, the anode thickness
dan was varied in order to study the relation of the HCR with the
porous electrode diffusion to which it is linked via the source and
sink term of the porous media transport Eq. (17). A decrease of the
anode thickness by a factor of 10 decreases the middle-frequency
diffusion impedance related arc and also the total impedance Ztot.
Although less catalytic active sites for reforming are available in
a thinner anode, the decreased diffusion resistance dominates and
explains the increase in SOFC performance. A further decrease
of the anode thickness by a factor of 10 results in a large total

impedance Ztot. Although the diffusion impedance is close to zero,
a large medium to low frequency impedance arc occurs which
must be related to the slow reforming rates due to the small
amount of catalytic active sites resulting in less available hydrogen
for the electrochemical reaction.

re the anode thickness dan is varied.
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It can be seen that the producer gas fuel from the Viking gasifier
shows by far the highest total impedance due to a large diffu-
sion impedance arc. The cause of this is the high content of the
large molecules nitrogen, carbon monoxide and carbon dioxide
which increase the diffusion resistance within the porous anode.

Table 9
Biomass syngas fuel compositions.

[mol%] Viking gasifier [38] Güssing gasifier [39]

F
f

ig. 19. EIS of a methane fuelled SOFC with a steam-to-carbon ratio (H2O:CH4) = 2
iven for comparison.

Fig. 19 shows the influence of varying the specific nickel cat-
lyst surface aNi allowing for slower or faster catalytic reactions
roducing hydrogen. The higher the amount of active catalytic
ites, the faster is the production of hydrogen and the total
mpedance Ztot of the hydrogen fuel base case EIS is approached.
maller values of aNi result in increased total impedance due
o less available hydrogen. In this case, the middle-frequency
rc related to the porous media transport (diffusion) increases
ignificantly where the catalytic reactions must play a major
ole.

Finally a comparison of the EIS obtained for three different
ydrocarbon containing fuels at same operating conditions is given
n Fig. 20. These are (1) the steam diluted methane from above,
2) a biomass producer gas from the air-blown two-stage fixed
ed downdraft biomass gasifier “Viking” [38] with high nitrogen
ontent and (c) a biomass producer gas from the circulating flu-
dized bed gasifier at Güssing [39] with high steam content due

ig. 20. EIS of three cases with different kinds of fuels. H2O:CH4 = 2.5, biomass derived p
rom the Güssing gasifier [40–3.42]. Also the hydrogen fuelled base case is given for comp
ere the specific nickel surface aNi is varied. Also the hydrogen fuelled base case is

to steam used as gasification agent. The inlet gas compositions for
those cases are given in Table 9.
XH2 23.1 25.8
XCO 12.93 15.0
XCH4 1.57 6.0
XCO2 14.08 12.0
XH2O 13.0 40.0
XN2 35.3 1.2

roducer gas from the Viking gasifier [39–3.41] and biomass derived producer gas
arison.
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Fig. 21. EIS of the base case produced with the

he steam diluted producer gas fuel from the Güssing gasifier
hows decreased diffusion impedance and approaches the total
mpedance of the steam diluted methane fuel. The total impedance
s higher for all hydrocarbon fuels compared to the operation on
umidified hydrogen due to increased diffusion impedance and
maller hydrogen partial pressures reducing the Nernst potential.

.6. EIS of 1D, 2D and quasi-3D models

Fig. 21 shows the influence of different planar SOFC flow con-
gurations on simulated EIS. A button-cell approximation (1D)
ith a homogeneous gas composition above the porous electrodes,

o-flow and counter-flow channel configurations (2D) where gas
hannel partial pressures are distributed along the length of the
hannels in x-direction and a cross-flow channel configuration
quasi-3D) where anode partial pressures are distributed along the
-direction and cathode partial pressures along the y-direction are
ompared. The 2D and quasi-3D cases are comparable and show
uch smaller total impedance than obtained for the 1D case.

. Conclusions

This paper presents a successful implementation of a dynamic
lanar SOFC model on the commercially available modeling and
imulations platform gPROMSTM. The special feature of the model is
ts capability to simulate electrochemical impedance spectroscopy
EIS), which is a common experimental SOFC performance anal-
sis and diagnostic tool. All the necessary equations, parameters,
oundary and initial conditions, that allow easy reproduction of the
odel, are presented.
The model based on physico-chemical governing equations is

exible to simulate different fuels ranging from hydrogen over
ethane to syngas, e.g. biomass derived producer gas. Different

lanar SOFC geometries can be investigated: button cells which are
xperimentally used to evaluate new materials (approximated by
1D model only discretized in the gas diffusion direction through

he porous electrodes), co- and counter-flow (2D model) and cross-
ow (quasi-3D) gas channel configurations which describe real

ized cells.

The model was applied in a detailed parametric analysis of the
OFC inherent losses (overpotentials) in an attempt to deconvo-
ute the impedance spectrum of an SOFC. Each of the considered

ain transport processes can be attributed to an impedance arc.
(co- and counter-flow) and quasi-3D models.

However, general overlapping of several arcs makes it difficult
to assess the underlying loss mechanisms in EIS measurements.
The model facilitates the interpretation of EIS. The mass trans-
port above the electrodes produces a low frequency impedance arc
called Nernst impedance. Mass transport through the porous elec-
trodes (due to diffusion) causes the concentration impedance arc in
middle-frequency range of the EIS. In case of hydrocarbon fuels, the
reforming reactions additionally affect this arc. The double-layer
charge transport induces a current at the triple phase boundary
and only exists during dynamic SOFC operation. It is related to the
activation overpotentials and is responsible for the high-frequency
arc. The observations account for the anodic as well as the cathodic
systems.

The variation of the transport processes capacitances results
in a shift of the process specific peak frequencies (characteristic
relaxation time) but does not affect the resistances. Increasing the
capacitance (e.g. mass or volume in the gas chambers and chan-
nels above the electrodes) makes the process relaxation slower and
thus results in a shift of the impedance arc towards lower frequen-
cies. The transport processes resistances are related to the width of
the impedance arcs but no direct relationship could be obtained.
The total impedance coincides with the slope of the V–j-curves
(differential resistance) at a specific current.

Its special capability of simulating electrochemical impedance
spectroscopy makes the model an important tool for analyzing
SOFC fundamentals as well as for design, materials and operational
parameters optimization and SOFC failure diagnosis. This allows for
a reduction in the amount of costly experiments.
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